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ABSTRACT Wireless Sensor Networks (WSNs) have very wide range of applications from 

health to agriculture, from military technologies to observing of volcano activities. Developers 

and engineers frequently need to simulate WSN to ensure developed applications work 

successfully and to analyze effects of various configurations of wireless nodes. Simulating the 

designed scenario and embedding the designed algorithms into the wireless modules effectively 

are the important factors for the developers and engineers in this field. In this study, Contiki 

Operating System is proposed as a convenient solution for developers and engineers. Contiki is 

an open source, Linux based operation system, and developed for Internet of Things (IoT) 

devices. In this paper, primarily, Contiki OS usage and advantages in WSN were explained, then 

Contiki OS usage over a sample scenario was given and finally advantages of Contiki OS over 

other popular operation systems such as Tiny OS and Lite OS were examined. Background 

information on WSN and Contiki OS to build an example scenario for beginners were provided. 
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1. INTRODUCTION 

The identification layer of the modern information 

processing system is completely related to the sensing 

of six physical phenomena in nature such as; 

mechanical, electrical, magnetic, thermal, radiation, and 

chemical [1]. Importance of the sensing leads to develop 

new approaches and systems in many fields. Wireless 

Sensor Networks (WSNs) are regarded as a good 

example to new developments and technologies in this 

fields. 

In recent years, WSNs find applications from health 

to agriculture, military technologies to observing of 

volcano activities which have vital importance at many 

points [2, 3]. Many of the mentioned applications have 

to operate in environmental conditions that are         

stand-alone and energy-limited. Therefore, localization 

algorithms [4, 5] and novel energy-efficient clustering 

algorithms [6, 7] in WSNs have become popular field of 

studies. Undoubtedly, factors such as system simulation 

of WSN applications, making various configurations of 

nodes and embedding the algorithms into wireless nodes 

effectively are vital for developers. In the application 

development phase of the WSNs, many interfaces and 

programs can assist to the developers. One of the 

appropriate solution is the usage of Contiki OS. Contiki 

OS is an open-source operating system which is Linux 

based and developed for Internet of Things (IoT) 

devices [8]. It has also powerful tools for building 

complicated wireless communication systems. Contiki 

OS has been especially developed for low-powered 

WSN apps. In other words, it has been developed for 

WSN applications that are able to work with AA type 

batteries for years. Another specific feature of the 

Contiki OS is Cooja Network Simulator which provides 

simulation environment for developed algorithms. 

Contiki OS, which has an integrated structure through 

these features, presents researcher based solutions for 

WSN apps that may be developed. 

In the next sections of the current paper, background 

information is given about WSNs and Contiki OS, then 

comparative assessments are provided between other 

alternatives, finally advantages of usage of Contiki OS are 

examined.  
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2. WIRELESS SENSOR NETWORKS (WSNs) 

Main purpose of the WSNs is to sense variable physical 

phenomena in a certain environment, then to transmit the 

information through wireless network [2]. Basic working 

mechanism of a WSN node is shown in Figure 1. 

Fig. 1. Basic working mechanism of a WSN node. 

 

A typical WSN node consists of a microprocessor, a 

power unit and some blocks like I/O, analog to digital 

converter (ADC), communication and memory block. WSNs 

generally operate in environmental conditions that must be 

stand-alone and energy-limited. Hence, power is often 

provided by energy harvesting methods such as solar panels, 

piezoelectric equipment etc. Power that is obtained by energy 

harvesting methods might be used for recharging the batteries. 

 In WSN, information is sensed by a node named as       

end-device, that is often at the far point in network.              

End-devices are manufactured as Reduced-Functioned 

Devices (RFDs) and have simple tasks such as sensing analog 

information and transmitting it. End-devices transmit 

information to the more authorized node in network named as 

Router. Routers are often manufactured as Full-Functioned 

Devices (FFDs). FFDs have the ability to communicate with 

other RFDs and FFDs. Router which is a FFD device can get 

information from the adjacent node and transmit it to another 

router or directly to the Coordinator. Coordinator which is the 

most authorized node in network are manufactured as FFD. 

Coordinator or in other words sink can be thought as the 

gateway of the network. General architecture of a typical 

WSN is shown through a scenario in Figure 2. [9]. 

Fig. 2. General architecture of the WSNs 

 

In the scenario, fire incidence information that occurred in 

a forest is sent to the end user through WSN and the internet. 

Primarily, fire is sensed by a sensor which is mounted to the 

end-device. Then, end-device transmits the information to the 

neighbor router. Next, information is transmitted to the 

coordinator by routers. After that, information which is 

received by coordinator is transmitted to the internet and 

finally the receiver gets the vital information through the 

internet. 

Applied standards for WSNs are determined via IEEE 

802.15.4 [10]. There are various available manufacturer 

solutions to develop applications in WSNs. Nevertheless, 

some of the solutions are costly. Therefore, searching cost-

effective or cost-free solutions become important. On the other 

hand, cost-effective or cost-free solutions do not have the 

identical features, they have advantages/disadvantages over 

each other. 

 

3. CONTIKI OPERATING SYSTEM AND ITS 

STRUCTURE 

Contiki OS is an operating system which is developed by 

Dunkel et al. [11]. Contiki OS, which is C programming 

language based and open source, has been developed for 

lightweight, flexible and low-powered wireless sensor 

networks.  

Working environments of the WSNs are often           

energy-limited as mentioned. This is one of the most 

important constraint for WSNs. Likewise, tiny and simple 

designs of the nodes are the other constraints. For this reason, 

WSNs should have some important hardware and software 

features to cope with these constraints. Contiki OS is one of 

the convenient solutions to cope with mentioned constraints 

thanks to its flexibility and support of lightweight and low-

powered networks [11].    

Fig. 3. Contiki network stack 

 

A standard Contiki configuration for a microcontroller is 

2kB RAM and 40 kB ROM. Besides that, Contiki can provide 

communication over IPv4, IPv6 and Rime Network Stack 

[12]. Contiki Network Stack shown in Figure 3. gives more 

details for its structure. 

Contiki directory in OS, also provides access to system 

source codes, sample application codes, practical applications, 

and driver codes for many node types, specific microcontroller 

files and important tools like Cooja. Thus, besides developing 

and simulating new projects, Contiki provides the opportunity 

for developers to use existing samples directly or modify 

them. With these features, researchers and developers would 

have effective development environment.  

 

3.1. Cooja Simulator Environment 

Cooja is a WSN simulator which enables simulating the 

developed applications. Thus, developers can make their own 

applications through these codes, drivers and tools. 
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In Figure 4, a screenshot of Cooja environment is 

provided. While node communication information is flowing 

in colored screen which is in the middle window, node 

communication directions and communication ranges of the 

nodes can be seen on the left window. 

 

Fig. 4. A screenshot of Cooja environment 

 

3.2. An Example in Contiki OS  

Explaining the usage of Contiki OS within an example 

scenario will be useful for the new developers.  

In the scenario three wireless nodes, one of the nodes is 

receiver node and the others are the energy-limited transmitter 

nodes, are included. Hence, transmitter nodes would sleep 

with certain periods for energy saving. 

For this kind of example, usage of the Rime Network 

Stack is useful as it has a structure which makes the wireless 

network communication easy.  If rime directory which is in 

Contiki OS directory is considered, codes for nodes can be 

built by modifying the anonymous broadcast (abc) sample.  

For communication of receiver and transmitter nodes in 

given example, 25
th
 channel (2.475 GHz) which is defined in 

IEEE 802.15.4 was preferred. Transmitter and receiver nodes 

should be configured separately. For receiver node, 

communication channel should be configured as 25
th
 channel 

and RDC layer in Contiki Network Protocol Stack should be 

configured as nullrdc. Required configurations can be carried 

out by modifying the project-conf.h file which is in rime 

directory. Modified project-conf.h file for receiver node is 

given in Figure 5.  

 

 
Fig. 5. Receiver node configuration 

 

Built code for receiver node is shown in Figure 6. Code 

lines that were defined by numbers include general and 

important details for building a project in Contiki. Code line 

numbers are explained as below; 

 

 1- PROCESS is one of the most important component for   

the Contiki. Processes are defined via PROCESS macros. 

 

 2- AUTO_PROCESS starts PROCESS automatically via 

the given arguments. 

3- abc_recv is a function which is used to display received 

messages. abc_recv( ) is designated as a callback function 

and it is automatically called when a message is received. 

 

 4- PROCESS_THREAD is used for proto thread of a 

process. 

 

 5- PROCESS_EXIT HANDLER specifies an action 

when a process exits. In this example, quitting receiving 

mode is an action. 

 

 6- Beginning of the process is declared by 

PROCESS_BEGIN macro. It must always be in the 

PROCESS_THREAD definition. 

 

 7- PROCESS_END macro is used for quitting from the 

process. 

Fig. 6. Code for receiver node 

 

Transmitters are energy-limited nodes. They should sleep in 

certain intervals for energy-saving. For this reason, channel 

check rate of the transmitter nodes was determined as 8 times 

in a second. Configuration of the channel check rate provides 

the sleeping in certain intervals. Besides, since there are two 

transmitter, there may be two signal in channel at the same 

time. Accordingly, Radio Duty Cycle (RDC) layer in Contiki 

Network Protocol Stack should be configured as contikimac. 

Thus, transmitter initially listens to channel; if channel is idle 

then it transmits its own signal. Required configurations for 

these were made by changing project-conf.h file as seen in 

Figure 7. Built codes for transmitter nodes are seen in        

Figure 8. 

Fig. 7. Transmitter node configuration 
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Fig. 8. Codes for transmitter node 

 

A random time among 2-4 seconds was determined by 

etimer_set (struct etimer*, clock_time_t) function. Thus, event 

- timer was set up that time interval.  

Process waits until an event occurs via 

PROCESS_WAIT_EVENT_UNTIL (etimer_expired(&et)) 

function. When event-timer expires, event occurs and if 

channel is idle, "Here I am" information is sent as a broadcast 

message. Then, "message sent" information is written on 

information screen. 

Written codes for nodes in scenario were compiled and 

scenario was built in Cooja environment. Screenshot of the 

scenario that was carried out in Cooja environment is provided 

in Figure 9.  

 In Figure 9 instantaneously, sender ID2 transmits a 

broadcast message. While receiver ID1 receives "Here I am" 

information, sender ID3 waits until channel is idle. When 

channel goes idle, sender ID3 transmits its own broadcast 

message.  

Fig. 9. Simulation in Cooja environment  

 

In this section, general issues such as structure of the 

Contiki and the usage of the Contiki have been explained. In 

next section, other alternative WSN operating systems are 

explained and differences between them are examined.  

4. COMPARISON OF CONTIKI OS WITH 

OTHER ALTERNATIVES 

Other operating systems are also available for the 

WSNs. Among these, it can be said that Tiny OS and 

Lite OS are other most popular operating systems.  

 

4.1. Tiny OS  

TinyOS is a flexible and tiny operating system which 

consists of reusable components. Commands, events, and 

tasks are three computational abstractions of the components. 

Commands and events are used for inter-component 

communication. Tasks are as used to express intra-component 

concurrency.  

Typical TinyOS configuration for a microcontroller is 16 

kB ROM and 400 bytes of RAM. TinyOS has component-

based programming model provided by NesC programming 

language. NesC language which supports features such as 

extensive cross-component optimizations and compile-time 

race detection is used in TinyOS [13].   

   

 4.2. LiteOS 

LiteOS which is presented by Huawei is an         

open-source, interactive and Unix-like operating system 

for IoT devices. LiteOS is a tiny OS like others. It has 

10 kB memory. As the architecture, it has three basic 

component as LiteC compiler, OpenSC (Open Sensor 

Classes) and the LiteOS runtime environment. LiteC 

compiler is used for compiling codes from C++ to 

machine language. OpenSC provides an API library to 

ease software development. LiteOS runtime 

environment presents process scheduling and resource 

allocation.  

LiteOS has the abilities such as supporting zero 

configuration, auto-discovery, and auto-networking. 

Detailed information about LiteOS can be obtained in 

references [14, 15]. 

 

4.3. Comparison of Three Popular Operating Systems  

 Comparison among these three operating systems is 

shown in Table 1 [16]. 

When the Table 1 is examined, the following details 

can be observed; all three operating systems are open-

source, and users can exploit them without any cost.  

While Contiki OS and LiteOS have dynamic system, 

TinyOS has the static system. In other words, Contiki 

OS and LiteOS are good solutions for the environment 

which is dynamically variable. In addition, they have 

flexible structure for the developers. While Contiki OS 

and LiteOS have the modular system, TinyOS has 

monolithic system. With this aspect, Contiki OS and 

LiteOS are more convenient for personal network 

applications that need to be modified frequently. From 

the point of network support view, Contiki OS has IPv4, 

IPv6 and Rime network stacks. With this features, both 

it is provided to communicate ability over internet for 

Contiki OS and presented a lightweight network stack 

via Rime for low-powered wireless networks.  Contiki 

OS makes difference with its own Protothread 

mechanism which is a lightweight thread mechanism. 

Lastly, all three operating systems have their own 

network simulators as compared in Table 1. But Contiki 

OS has three different alternatives which make itself 

popular. 
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Table 1. Comparison table of the operating systems 

 

4. CONCLUSION 

In this study, primarily Contiki OS which is a 

lightweight, open source operating system developed 

for WSN application was reviewed. Then, an example 

scenario through Cooja in Contiki OS was explained 

step by step and finally a comparison with other popular 

operating systems such as TinyOS and LiteOS was 

carried out   

If we scrutinize Contiki OS, it is obviously seen that it 

has powerful tools for building complicated wireless 

communication systems. Especially, Rime Network 

Stack is very important as it presents a lightweight 

network stack which is very convenient for low-

powered WSN’s. In addition, Protothread mechanism is 

one of important factors which makes difference. 

Likewise, flexible structure of Contiki OS and ability to 

use in many WSN platforms like cc2538, skymote, 

MicaZ, Zolertia Z1 etc. increase its preferability. This 

study aimed to provide background information on WSN and 

Contiki OS and to build an example scenario for 

beginners. 
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ABSTRACT Increasing concerns on environmental pollution, global warming, depletion of 

the fossil fuel reserves and desire for reducing energy dependencies have led to an ever-

increasing interest in electric vehicles (EV). The requirements for electric vehicles has brought 

many different problems and solutions in electric vehicle technology. One of these is the 

conversion of the voltage level from the battery in electric vehicles to other required voltage 

levels with DC-DC converters. As a solution, a separate converter can be used for each voltage 

level. Nevertheless, single-input multi-output (SIMO) converters can be used to reduce the cost 

and switching losses and hence improve system efficiency. In our study, we proposed                   

non-isolated buck converter topology with single-input (48 V) and multi-output (12 V and 5 

V). The 12 V voltage level is used for the horn, headlights while 5 V voltage level is used for the 

telemetry and microcontroller in electric vehicles. In this work, the general structure of a 

SIMO converter, design principles, small signal and stability analysis, and control steps are 

explained. The overall system has been simulated with Matlab / Simulink.  

Keywords: Electric Vehicles, DC-DC Buck Converter, Single Input Multiple Output, Steady State 

Analyses, PI controller, Matlab/Simulink 

Cite this article: İ. A. Aden, H. Kahveci, M. E. Şahin, Single Input, Multiple Output DC-DC Buck 

Converter for Electric Vehicles, Turkish Journal of Electromechanics & Energy 2(2) 7-13 (2017)  

1. INTRODUCTION 

Increasing demand for energy in the world and the 

diminishing of fossil energy sources promotes 

exploitation of other energy sources such as solar 

energy, fuel cells and other clean energy sources. These 

energies are usually environmentally friendly [1]. The 

primary utilizations of DC–DC converters include 

uninterruptible power supplies, battery 

charging/discharging devices, hybrid electric vehicle, 

and renewable energy systems [2-7]. Occasionally, in a 

typical buck converter, an active power switch replace 

the freewheeling diode [8–12]. A single input multiple-

output DC–DC converter able of providing, boost, buck 

and inverted outputs at the same time has been 

presented in literature [13]. However, three switches are 

required for one output. This type of designs correspond 

only for low power application and output voltage.     

Multi-output DC–DC boost converter are studied in an 

another study [14]. Output voltage for high and low 

power applications is shared in this study. Nevertheless, 

for one output voltage two switches were required and 

its control scheme is complicated. Kumar and Omar 

present Single-Input Multiple-Output (SIMO) 

Synchronous DC-DC buck converter [15]. It has 

advantage of reducing the number of the switches; four 

switches are required for over three output voltage. 

Unfortunately, this SIMO converter has the 

disadvantage of requiring a higher current rating for 

four switches. Another single input, multiple outputs 

DC-DC converter has been proposed by Kwon, and 

Mora [16]. This converter is capable of providing both 

boost and inverted outputs. Nonetheless, in this new 

configuration, the loads are separately designed except 

the negative output. Double-output DC-DC buck 

converters with unidirectional and bidirectional 

characteristics has been presented by Santos [17]. 

However, the buck converter required power switches 

with high current ratings. 

http://www.scienceliterature.com/
mailto:ilyaden1992@gmail.com
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This paper presents a bi-directional SIMO DC-DC 

buck converter for electric vehicles battery as shown in 

the Figure 1. The main aim of this converter is to buck 

the voltage coming from the battery to the different 

components. The presented topology has the advantage 

of having three switches for two outputs. In addition, 

the control strategies, design principles, and small signal 

analysis has been included. The system has been 

simulated in MATLAB/Simulink. 

 

Fig. 1. SIMO DC-DC converter in electric vehicles 
 

2. BUCK AND SIMO CONVERTER TOPOLOGY 
2.1. Buck Converter 

Buck converter is a step-down DC-to-DC converter, 

where the output voltage is lower than the input voltage 

[19]. The basic buck converter circuit is presented in 

Figure 2. 

 
Fig. 2. Basic buck converter circuit 

 

For the converter shown above, the current flows 

across the inductor in to the load when the switch (S1) is 

closed. This current charges the inductor (L1) by 

boosting both its magnetic field and voltage output. 

After a while, the output voltage (Vout) will attain the 

desired value; then the switch (S1) is turned off and the 

current flows through the recovery diode (D1). At this 

state, inductor (L1) is discharged and current continues 

to flow through it. Before the inductor is fully 

discharged, the S1 is turned on, D1 is turned off and the 

cycle repeats. One can settle the ratio between the input 

and output voltage by modifying the duty cycle of the 

switch (S1).   

 

2.2. SIMO Converter 

Single input, multiple output topology that is used in 

this study is given in Figure 3.b. The bi-directional DC-

DC converter used in this paper has less power loss 

distribution among the power switches than 

unidirectional characteristics [12]. The topology 

consists of three power switches S1; S2 and S3 as well as 

two low pass filters (L1-C1 and L2- C2) as illustrated in 

Figure 3.b. The state of the switches is represented as 

switch x = OFF (0) and switch x = ON. Since there are 

three switches and two states for each switch, we obtain 

eight ways of operating of the presented converter [11]. 

Three switching states are operational, only. The other 

combinations were not included in this work. Table I 

presents the topological states (TS) of the system 

designed. 

 
(a) 

 
(b) 

Fig. 3. Bi-directional SIMO DC-DC buck converter: (a) 

Parallel solution, (b) Implemented solution 

 

The different switching states of SIMO converter are 

shown in Figure 4. It can be observed from the Figure 4 

that: 

-In state TS-1: Switch 1 = 1, Switch 2 = 1 and              

Switch 3 = 0. The input voltage (Vs) supplies energy to 

the loads and to the inductors, in this state both L1 as 

well as L2 is charged. 

- In state TS-2: Switch 1 = 1, Switch 2 = 0 and Switch 3 

=1. The input voltage (Vs) supplies energy to R1–L1 and 

current of the inductor L2 (iL2) flows across S2, 

delivering some of its energy to the load R2. In this 

circumstance, inductance L1 and L2 will be respectively 

charged and discharged. 

- In state TS-3: Switch 1 = 0, Switch 2 = 1 and             

Switch 3 =1. The current in the inductor L1 (iL1) flows to 

both S2 and S3, while iL2 flows only across S3, delivering 

its stored energy to both loads R1 and R2. In this 

situation the inductor L1, as well as the inductor L2 are 

discharged. 

 

Table 1. Topological states of the used SIMO converter 

Topological  

states 

TS-1 TS-2 TS-3 

Switch 1 ON ON OFF 

Switch 2 ON OFF ON 

Switch 3 OFF ON ON 
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Fig. 4. The different switching states of the SIMO 

converter: (a) TS-1, (b) TS-2, (c) TS-3 

 

3. STEADY STATE ANALYSIS 

The presented SIMO converter is devised to operate 

in continuous conduction mode (CCM). The current and 

voltage waveforms of inductors are presented in Figure 

5. TON1 and TON2 are the periods which the PWM 

generators one and two are generating the logic “1” at 

their corresponding outputs. 

 
Fig. 5. Steady-state analysis of the SIMO converter; (a) 

Inductors current and voltage related with topological 

states, (b) Times in which the switch S1, S2 and S3 are 

turned ON. 

 

From the topological states and waveforms found in 

the foregoing section, it can be inferred that the output 

voltage V01 and V02 controls voltage VR1 and VR2 

respectively. Noting that the average inductor voltage is 

zero, the following equations are written: 

 

(VS − V01) ∗ TON1 = V01 ∗ (TS − TON1)                     (1) 

 

(VS − V02) ∗ (TS − TON3) = V02 ∗ TON3                      (2) 

According to the equations (1, 2), the different 

output voltages come out as a function of their input 

voltage and duty cycles. V01 and V02 are expressed in the 

following equations: 

 

                              V01 = (D1)VS                                 (3) 

 

                            V02 = (1 − D2)VS                            (4) 

 

where D1 and D2 represent the duty cycles of the 

system. 

 

4. GENERALIZED STATE-SPACE AVERAGE MODEL  

The voltage and the current dynamics are described 

by the state space average and it is given in (5)-(8): 

 

                         𝐿1  
𝑑𝑖𝐿1

𝑑𝑡
 + 𝑉𝑜1 = 𝐷1 𝑉𝑠                       (5) 

 

                             𝐶1
𝑑𝑉01

𝑑𝑡
= 𝑖𝐿1 −

𝑉01

𝑅1 
                           (6) 

 

                           𝐿2
𝑑𝑖𝑙2

𝑑𝑡
+𝑉𝑜2    =  𝐷2𝑉𝑠                     (7) 

 

                            𝐶2
𝑑𝑉02

𝑑𝑡
= 𝑖𝐿2 −

𝑉02

𝑅2 
                           (8) 

 

By using these equations and the state equation, the 

transfer functions obtained between the output voltages 

and the duty ratios are as follows: 

 

                         𝑇𝑝1(𝑠) =
𝑉𝑠𝐷1 𝑅1  

(𝑅1 𝐶1𝐿1𝑠2+𝐿1𝑠 +𝑅1 )
                (9) 

 

                    𝑇𝑝2(𝑠) =
𝑉𝑠𝐷2 𝑅2  

(𝑅2 𝐶2𝐿2𝑠2+𝐿2𝑠 +𝑅2 )
                  (10) 

 

The circuit component’s values are calculated as follow:  

- Output 1: For P1= 150W/12V, 𝑉𝑆=48,  𝑅1=1Ω, 

𝐿1=180µF,  𝐶1=20µF. 

- Output 2: For P2= 25W/5V,   𝑉𝑆=48,  𝑅2 =1Ω, 

𝐿2=89µF,  𝐶2=62µF. 

In the open loop the circuit transfer function with 

their numerical values are found as follows: 

 

               𝑇𝑝1(𝑠) =  
12

(3.6∗10−9𝑠2+180∗10−6𝑠 +1)
             (11) 

 

                Tp2(s) =
5

(5.5∗10−9s2+62∗10−6s +1)
               (12) 

 

5. SIMULATION AND RESULTS 

5.1. Simulink Model of SIMO DC-to-DC Converter 

The simulation model of the whole system is shown 

in Figure 6. The system is composed of two PWM 

block, one logic block and the SIMO converter. The 

input voltage of the converter is 48 volt and the output 

is composed of 5 and 12 volts.  
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Fig. 6. Simulink diagram of the SIMO DC-DC converter  

5.1.1. PWM Generator Implementation and PI 

Controller 

    All three switches discussed are controlled using 

PWM, and this block include PI controller. The 

Simulink model is given in Figure 7. DC-to-DC 

converters use switches to change the DC from one 

level to another [20]. The system operates at 50 kHz 

with an output value between 0 and 1. The PWM1 and 

PWM2 generators produce an error signal and inserted 

into the PI block. The output of the PI block is 

compared to the sawtooth. Thus, logic 1 and 0 values 

are produced. The PI controller is a proportional-

integral controller. In our case, we used PI to control the 

output voltage coming from the SIMO DC-DC buck 

converter [18, 21]. The values of the gains 𝐾𝑃, and 𝐾𝐼, 

are chosen carefully using Routh–Hurwitz stability 

criterion. The output would reach the reference value 

with a very short settling time and without an overshoot. 

 
Fig. 7. PWM and PI design with Matlab/Simulink 

 

5.1.2 Modelling the Logic Circuits 

The outputs of the PWM1 and PWM2 which is 

illustrated in Figure 7 straightly go through a logic 

circuit (LC) block as given in Figure 6. This LC block 

command the state of the switches S1, S2 and S3. From 

the topological states point of view (shown in Table I), 

it can be deduced that the charging of the inductor L1 is 

fully reliant to switch 1 (S1), consequently to control VO1 

the PWM1 is directly connected to S1. In contrary, 

either charging or discharging of L2 is not reliant on the 

state of S2 since when the L2 is discharging in the TS-3 

the switch S2 is ON. The second PWM generator defines 

an interval that the switch S2 should begin to operate. In 

addition, switch S2 should be controlled in such a way 

that prohibited states are avoided. These requirements 

are achieved by using a two input “OR” gate and a 

“NOT” gate shown. Lastly, the other two switches 

specify the switch S3. This deduces that the only work 

for the switch S3 to avoid the prohibited states. This is 

achieved using NAND gate. The logic block is shown in 

Figure 8(a) and the gate signals of S1, S2 and S3 are 

presented in Figure 8(b). 

     

(a)                                                   (b) 

Fig. 8.  Gate signals of the switches: (a) Logic block; (b) 

Output signals of the block 

 

5.2. SIMO DC-DC Converter Represented with Transfer 

Function 

The simulation diagram of single input, multiple 

output (SIMO) converter along with transfer function 

presented in this paper and the results are shown 

respectively in Figures (9, 10). 
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Fig. 9. SIMO converter with transfer function diagram 

 

      Figure 10 shows the simulation results of the 

transfer function of DC-DC converter.  It can be 

deduced that all outputs reach their values in short time.  

 

Fig. 10. The SIMO DC-DC converter 

 

The PI controller continuously detect an error signal 

as the difference between feedback loop and the 

reference voltage. During the first zone, the feedback 

signal (black line) is less than the reference value (green 

line) as seen in the Figure 11, so error is negative. The 

PI controller produces signal (red color line) to 

eliminate the difference between feedback and reference 

and the switch S1 is ON. During this period, the PWM 

generate pulses. In the second section, the feedback is 

higher than reference of 12 V, so error is positive. The 

PI is not generating a signal and the switch S1 is OFF.  

 
Fig. 11. Working principle of PI controller designed 

with Matlab/Simulink 

 

 

 
(a) 

 
(b) 

Fig. 12. Voltage and current associated with each 

inductor: (a) Variables of the inductor L1, (b) Variables 

of the inductor L2 

 

The Simulink model of the SIMO DC-DC converter 

is given in Figure 13. Adding that all the required output 

voltages reaches their values with a very small 

overshoot. 
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Fig. 13. Input and output voltages of SIMO DC-DC 

converter 

 

Current in the load R1 and R2 is shown respectively 

in Figure 14 (a, b) when both loads are equal to 1Ω. 

When load is increased to R1= R2 =1.5 Ω, one can 

observe that the output current decrease as shown in 

Figure 15 (a, b). This implies that the output currents 

depend on the load. When the load is increased, the 

current decreases. The same when the load decreases, 

the current increases. 

 
                                         (a) 

 
(b) 

Fig. 14. The current as a function of loads:  

(a) Load R1=1 Ω (b), Load R2=1 Ω 

 

 
(a) 

 
(b) 

Fig. 15. The current as a function of loads: (a) Load 

R1=1.5 Ω (b), Load R2=1.5 Ω 

6. CONCLUSION 

In this study, we have used single-input, multiple-

output converter that can be used for electric vehicles. 

Steady state analysis of the models, control strategies 

and PWM implementations are presented. The 

simulation of the both dynamic model and static model 

is performed in Matlab/Simulink. Simulink results show 

that this converter is suitable for the electrical vehicles. 

The idea of using only one converter that can supply 

power for different voltage output requirements is not 

far away. Efforts continue to realize single-input 

multiple-output buck converter more efficient in their 

control schemes and cost-effective for the integration of 

electric vehicles, renewable energy systems, mobile 

equipments, batteries and other applications.  
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ABSTRACT In this study, rapidly solidified AA2024 aluminum ribbons were produced with 

laboratory scale melt spinning device by using different wheel speeds. The alloy was melted with 

induction furnace under high vacuum atmosphere. The influence of the wheel speed on the 

dimensions and cooling rates of produced ribbons was examined. The produced ribbons had   

20–80 µm thickness, 1–4 mm width, and 10–60 mm length.  Increasing wheel speed from 28 to 43 

m/s resulted in decreasing ribbon thickness from 79 µm to 24 µm. Microhardness measurements 

were also performed and it was noted that the hardness values changed with wheel speed        

(35–39 HV0.01).  
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1. INTRODUCTION 

Rapid solidification is a commonly used method and 

frequently used to manufacture superior metals and 

alloys either by rapid quenching or by sub-cooling [1]. 

In general, this technique can be defined as the fast 

extraction of thermal energy of metals or alloys from 

liquid state to solid state at room temperature. The metal 

in the liquid state is very short in contact with the cold 

surface, causing instant supercooling to occur in the 

liquid metal over 100°C during the solidification [2].  

Rapid solidification can be achieved by carrying out 

one of the below criteria; 

1. Realization of excessive cooling before 

solidification, 

2. Achieve a high speed in the line of solidification, 

3. Achieve a high cooling rate on the sidelines of 

solidification. 

The initial condition requires supercooling or over-

cooling of molten metal or alloy to the temperature that 

the latent heat is estranged completely from the 

solidifying mass, before being delivered to ambient 

environment. The next condition to impose rapid 

solidification is to move solidifying metal or alloy with 

very high speed during solidification drawing a thin 

specimen. Finally, high cooling rate is the most popular 

method used in rapid solidification methods. The main 

difference among these three techniques is that the rapid 

cooling is included in all stages in third method, but 

rapid cooling takes place just in the line of solidification 

in first two methods. High cooling rates allows 

influential conduction of thermal energy in all stages of 

solidification process. The main parameter to achieve 

high cooling rate is to reduce at least one size of 

solidifying metal or alloy and exposing the alloys to 

high heat subtraction rates [2]. 

There are several various rapid solidification 

techniques for production of superior metals. The most 

widespread technique is the melt spinning method. This 

method is nowadays standard in industrial applications 

for producing different dimensions of ribbons. Rapid 

solidification of the liquid metal in the form of ribbon is 

achieved by using a metal disk rotating at high speed 

and having high thermal conductivity in this method [3, 

4]. There are many production parameters that affect the 

http://www.sloi.org/sloi-name-of-this-article
mailto:sunbulsefa@ktu.edu.tr
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physical and mechanical properties of the produced 

ribbons such as wheel speed, liquid metal temperature, 

distance between nozzle and wheel surface, ejecting gas 

pressure and nozzle geometry [5, 6]. Among these 

variants, wheel speed is the most important factor [7].  

The mechanical properties of aluminum and its 

alloys depend on purity of adding alloying elements. It 

is necessary to change the microstructure of the alloy to 

enhance the properties [8, 9]. Aluminum based 

intermetallic systems have important features such as; 

high melting point, low density, optimum chemical 

resistance [10]. For example, in Al-Cu alloy systems 

mechanical properties such as strength, hardness, 

fatigue and creep resistances mainly depend on copper 

addition [11]. AA2024 aluminum alloys are used in 

different areas which require high temperature, high 

strength, low density, low weight, fair workability, fair 

corrosion resistance, ductility, fatigue resistance, 

machinability and heat-treatability [9, 12, 13].  

While various studies in literature dedicated to Al 

based alloys, the microstructural developments and 

microhardness of undercooled AA2024 alloys have not 

been explored. Al-Cu alloys found variety of 

applications in aircraft, aerospace, electronics and 

automotive industries. The goal of the current study is to 

examine the effect of the wheel speed on the 

undercooled ribbons’ shape and to determine the effects 

of rapid solidification and cooling rate on the 

microstructural, mechanical (hardness) properties.  

 

2. EXPERIMENTAL  

The material used in this study is AA2024 aluminum 

alloy with the nominal composition given in Table 1. 

The experimental works have been carried out at 

laboratory scale single roller melt spinning device 

working in vacuum condition as shown in Figure 1. In 

order to study the effect of the wheel speed on 

dimension, microstructure and microhardness of the 

ribbons, a number of experiments have been performed, 

in which wheel speed was changed while other 

parameters were kept constant. 

Each run was started with melting of AA2024 

aluminum alloy ingot in boron nitride crucible having 

rectangular slit shape. The slit shape nozzle with the 

size of 7x0.8 mm was used. Four different wheel speeds 

28, 34, 39 and 43 m.s
-1

 were employed to study the 

effect of wheel speed on the size of ribbons. Gap 

distance  from the tip of the nozzle to the wheel surface 

was set to 1 mm. High purity argon gas (99.999%) was 

used to eject the molten metal on the wheel and the 

ejection pressure  of the gas was kept 75 kPa during all 

experiments. Ribbons were produced with constant melt 

temperature of 1023 K and a pyrometer (thermometer) 

located near the crucible was used to monitor the melt 

temperature. The chamber of the melt spinning 

apparatus has been evacuated before each run. When the 

melt temperature reached the expected temperature, 

molten metal was ejected by applying a pressurized gas 

through the slit nozzle on the rotating copper wheel as 

the ribbon shape. 

The microstructure and surface properties of 

produced ribbons were examined with a scanning 

electron microscope of Zeiss EVO MA model. The 

hardness measurements of the ribbons were performed 

with a NOVA 130/240 (INNOVATEST, Maastricht the 

Netherlands) model digital microhardness tester at room 

temperature. Vickers pyramidal indenter with 0.01 kg 

and 5 seconds of holding time were employed. 

 

Table 1. Chemical composition of AA2024 (ASTM 

B209-14) 

Elements % weight 

Cu 3.8-4.9 

Mg 1.2-1.8 

Mn 0.3-0.9 

Fe 0.5 

Si 0.5 

Zn 0.25 

Ti 0.15 

Cr 0.10 

Al Balance 

 

 

 

Fig. 1. Schematic diagram of melt spinning system 

  

3. RESULTS  

Figure 2 shows macro image of the melt spun 

AA2024 aluminum alloy ribbons produced with wheel 

speeds of 28, 34, 39 and 43 m.s
-1

. As it can be seen from 

the figure, discontinuous ribbons with the sizes of        

20–78 µm in thickness, 1–4 mm in width, and              

10–60 mm in length were produced. It is also seen from  



S. Öztürk, S.E. Sünbül, K. İcin, B. Öztürk Turk. J. Electrom. Energ. 2(2) 14-19 (2017)  

16 

 

Fig. 2. Macrograph of discontinuous ribbons produced with different wheel speeds. Wheel speeds: a) 28 m/s, b) 34 m/s, 

c) 39 m/s and d) 43 m/s 

 

the figure that the sizes of the ribbons decreased with 

increasing wheel speed. Among the size parameters, the 

ribbon thickness is the most important factor that effects 

the cooling rate and microstructure of the ribbons. From 

this perspective, the effect of wheel speed on the 

thickness was studied in a detailed manner. Figure 3 

demonstrates the variation of thickness parameter of 

melt-spun ribbons as a function of the wheel speed. 

During these processes, as stated above, ejection 

pressure of 75 kPa, melt temperature of 1023 K, and 

nozzle-wheel distance of 1 mm were kept constant. As it 

can be seen from the Figure 3, the ribbon thickness 

decreased significantly with increasing wheel speed. For 

wheel speeds of 28, 34, 39 and 43 m.s
-1

, the average 

ribbon thicknesses are recorded as 70 µm, 52 µm, 40 

µm and 24 µm, respectively. Beyond 43 m/s wheel 

speed, the ribbon shape starts to convert into powder 

shape. This can be explained by increasing centrifugal 

energy given to the liquid metal to break up [10, 14]. 

The SEM micrographs of the produced ribbons had two 

different surface morphologies on the wheel side and air 

side are shown in Figure 4 and Figure 5, respectively. 

The wheel side surface of the ribbons is relatively 

smooth and has air pockets due to existence of poor heat 

transfer between the wheel and melted alloy [15]. The 

air side of the ribbons has rough surface with metal flow 

lines parallel to melt flow direction. 

 

 

 
Fig. 3. The variation of the ribbon thickness with wheel 

speed 

 

 

Fig. 4. SEM micrographs of wheel side surface of 

produced ribbons (at wheel speed of 28 m/s) 
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Fig. 5. SEM micrographs of air side surface of produced 

ribbons (at wheel speed of 28 m/s) 

 

Figure 6 and Figure 7 show the SEM images of the 

microstructure for melt spun ribbons produced with 28 

and 39 m/s wheel speeds, respectively. As it can be seen 

from the figures, the microstructures of the ribbons were 

characterized by fine-grained structure. The average 

grain size decreased with increasing wheel speed. The 

average grain sizes were measured as 15 µm and 12 µm 

for ribbons produced at wheel speeds of 28 m/s and 39 

m/s, respectively. 

Cooling rates and dendrite arm spacing depending 

on wheel speed for AA2024 were calculated. Some 

empirical equations were suggested by different authors 

to estimate the cooling rate of aluminum-copper alloys. 

Sarreal and Abbaschian [16]  indicated cooling rates of 

the Al-4.9Cu alloy by Equation 1. The calculation of the 

cooling rates in this study was based on Equation 1; 

 

                                (1) 

 

where, DAS represents the dendrite arm spacing or 

average grain size in µm, and ε stands for the cooling 

rate in K/s. 

The variation of average grain size and cooling rate 

values depending on ribbon thickness is evaluated. 

Cooling rate becomes 49.83 K/s while average grain 

size is about 15 µm for 28 m/s wheel speed and it is 

107.58 K/s for average grain size of 12 µm at 39 m/s 

wheel speed. 

The key goal of this paper was to work the 

fabrication of undercooled Al–Cu alloy ribbons by 

using melt-spinning method and determine relationships 

between wheel speed and microhardness of AA2024 

alloy. Hardness test is applied to determine the 

mechanical properties of rapid solidified ribbons. One 

of these tests, the Vickers hardness (Hv) is the ratio of 

the load applied to the brale to the surface area of the 

indentation. The hardness value is calculated using the 

Vickers formula [11, 17]. 

 

Fig. 6. Microstructure of AA2024 aluminum alloy melt 

spun ribbons produced with 28 m/s wheel speed 

 

 
Fig. 7. Microstructure of AA2024 aluminum alloy melt 

spun ribbons produced with 39 m/s wheel speed 

 

    
      

 
 
 

  
 

(2) 

 

where P is the applied load (kg), d the mean diagonal of 

the indentation (mm), θ the angle between opposite 

faces of the diagonal brale (136°). 

In this work, the mechanical properties of produced 

ribbons were determined by Vickers microhardness 

measurement. The measured microhardness values were 

given in Figure 8. The average values were measured as 

35.13, 36.14, 38.78, and 39.40 HV0.01, for wheel speeds 

of 28 m/s, 34 m/s, 39 m/s, and 43 m/s, respectively. As 

it can be seen from the figure, the increasing wheel 

speed barely enhances microhardness values [18, 19].  

The grain sizes of rapidly solidified ribbons 

produced with higher wheel speed is smaller than that 

for low-speed ribbons. This increase in hardness values 

can be explained by the reduction of the average grain 

size due to increased cooling rate with increasing wheel 

speed [3, 20]. Minor change in microstructure results 

minimal effect from 35 to 39 Hv0.01 in microhardness.  

In other respects, the microhardness values of the 

produced ribbons at the highest wheel speed 43 m/s are 
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slightly higher. The reason for that the microstructure of 

this ribbon is clearly finer than others. These results 

show the homogeneous distribution of the 

microstructure and the average grain size greatly affect 

the hardness of the undercooled ribbons. 

 
Fig. 8. The effect of wheel speed on microhardness of 

produced ribbons 

 

4. CONCLUSION 

The rapidly solidified AA 2024 aluminum alloy 

ribbons were produced with the single roller melt 

spinning method and the size and microstructural 

properties of the ribbons changed with wheel speed. The 

following conclusions were drawn from the present 

results; 

-  AA2024 aluminum alloy ribbons with 

discontinuous form were produced with melt 

spinning method and the sizes of the ribbons such as 

length, width, and thickness decreased with 

increasing wheel speed.  

- Microstructure of the produced ribbons was 

characterized by equiaxed grains and the average 

grain sizes decreased with increasing wheel speed. 

- Microhardness of the produced ribbons increased 

with decreasing ribbon thickness.  
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ABSTRACT The purpose of this paper is to study free vibration analysis of thick plates resting 

on Winkler foundation using Mindlin’s theory with shear locking free fourth order finite element, 

to determine the effects of the thickness/span ratio, the aspect ratio, subgrade reaction modulus 

and the boundary conditions on the frequency parameters of thick plates subjected to free 

vibration. In the analysis, finite element method is used for spatial integration. Finite element 

formulation of the equations of the thick plate theory is derived by using higher order 

displacement shape functions. A computer program using finite element method is coded in C++ 

to analyze the plates as free, clamped or simply supported along all four edges. In the analysis, 17-

noded finite element is used. Graphs are presented that should help engineers designing of thick 

plates subjected to earthquake excitations. It is concluded that 17-noded finite element can 

effectively be used in the free vibration analysis of thick plates. It is also concluded that, the 

changes in the thickness/span ratio are more effective on the maximum responses considered in 

this study than the changes in the aspect ratio.  

Keywords: Free Vibration Analysis, Winkler Foundation, Thick Mindlin Plates, Shear Locking Free 

Element, Finite Element Method 
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1. INTRODUCTION 

The plates resting on elastic foundation is one of the 

most popular topics for the last decade in many 

engineering application. Winkler model, Pasternak 

model, Hetenyi model, Vlasov and Leont’ev model are 

the models used by the researchers to calculate the soil 

effects on the plate.  

The dynamic behavior of thick plates has been 

investigated by many researchers [1, 2, 3, 4, 5]. In many 

cases, numerical solution can have lack of convergence, 

which is known as “shear-locking”. This problem can be 

avoided by increasing the mesh size, i.e. using finer 

mesh, but if the thickness/span ratio is “too small”, 

convergence may not be achieved even if the finer mesh 

is used for the low order displacement shape functions. 

In order to avoid shear locking problem, different 

methods and techniques, such as reduced and selective 

reduced integration, the substitute shear strain method, 

etc., are used by several researchers [6, 7, 8, 9, 10]. The 

same problem can also be prevented by using higher 

order displacement shape function [11]. Vibration 

analysis made by [12], they presented natural frequencies 

and modes of rhombic Mindlin plates. Özdemir and 

Ayvaz [13] studied shear locking free earthquake 

analysis of thick and thin plates using Mindlin’s theory. 

However, no references have been found in literature for 

the free vibration analysis of thick plates resting on 

Winkler foundation by using fourth order 17-noded finite 

element.  

The aim of this paper is to analyze eigenvalue 

analysis of thick plates resting on Winkler foundation 

using Mindlin’s theory with shear locking free fourth 

order finite element, to determine the effects of the 

thickness/span ratio, the aspect ratio, subgrade reaction 

modulus and the boundary conditions on the frequency 

parameters of thick plates with free vibration. In the study 

C++ computer program used for analyzing the plates 

which are free, clamped or simply supported along all 

four edges. In the code, the finite element method is used 

for spatial integration. Finite element formulation of the 

equations of the thick plate theory is derived by using 

fourth order displacement shape functions. In the 

http://www.scienceliterature.com/
http://www.sloi.org/sloi-name-of-this-article
mailto:yaprakozdemir@hotmail.com
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analysis, 17-noded finite element is used to construct the 

stiffness and mass matrices since shear locking problem 

does not occur if this element is used in the finite element 

modelling of the thick and thin plates [11]. For this 

element in the analysis no matter what the mesh size is at 

the plate unless it is less than 4x4. This is a new element, 

details of its formulation are presented in [11] and this is 

the first time this element is used in the free vibration 

analysis of thick plates. If this element is used in an 

analysis, it is not necessary to use finer mesh.  

 

2. MATHEMATICAL MODEL 

The governing equation for a flexural plate (Fig. 1) 

subjected to free vibration without damping can be given 

as; 
 

    ( ) 
 

     
     (1) 

 

where [K] and [M] are the stiffness matrix and the mass 

matrix of the plate, respectively, 𝜔 and 𝜔̈ are the lateral 

displacement and the second derivative of the lateral 

displacement of the plate with respect to time, 

respectively. 

The total strain energy of plate-soil-structure system 

(see Fig. 1) can be written as; 

 

П= ПP+ ПS+ V     (2) 
 

where ПP is the strain energy in the plate, 
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where ПS is the strain energy stored in the soil, 
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and V is the potential energy of the external loading; 
 

A
A

V qwd      (5) 
 

In this equation  EandE  are the elasticity matrix  

and q  shows applied distributed load. 

 

 

 

 

 

Fig. 1. The sample plate used in this study  

 

2.1. Creating of the Stiffness Matrix 

The total strain energy of the plate-soil system 

according to Eq. (2) is; 
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At this equation the first and second part gives the 

conventional element stiffness matrix of the plate, [kpe], 

differentiation of the third integral with respect to the 

nodal parameters yields a matrix, [kwe], which accounts 

for the axial strain effect in the soil. Thus the total energy 

of the plate-soil system can be written as; 

 

Ue         Ae
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p

T
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2

1
=    (7) 

 

Where;  
 

   Txnynn1x1y1e w...ww   (8) 

 

Assuming that in the plate of Fig. 1 u and v are 

proportional to z and that w is the independent of z, one 

can write the plate displacement at an arbitrary x, y, z in 

terms of the two slopes and a displacement as follows; 

 

ui={w, v, u}={w0(x,y,t), zφy (x,y,t), -zφx (x,y,t)}  (9) 
 

where w0 is average displacement of the plate, and φx and 

φy are the bending slopes in the x and y directions, 

respectively. 

The nodal displacements for 17-noded quadrilateral 

serendipity element (MT17) (Fig. 2) can be written as 

follows; 
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Fig. 2. 8- (second order), and 17-noded (fourth order) 

quadrilateral finite  elements used in this study 
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The displacement function chosen for this element is; 
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From this assumption, it is possible to derive the 

displacement shape function to be [11]; 
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Then, the strain-displacement matrix [B] for this 

element can be written as follows [13]: 
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The stiffness matrix for MT17 element can be 

obtained by the following equation [14]. 
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                   (14) 

 

which must be evaluated numerically [10].  

As seen from Eq. (14), in order to obtain the stiffness 

matrix, the strain-displacement matrix, [B], and the 

flexural rigidity matrix, [D], of the element need to be 

constructed. 

The flexural rigidity matrix, [D], can be obtained by 

the following equation. 
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k
                 (15) 

 

In this equation, [ kE ] is of size 3x3 and [ E ] is of 

size 2x2. [ kE ], and [ E ] can be written as follows [16, 

17]: 
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where E, υ, and t are modulus of the elasticity, Poisson’s 

ratio, and  the thickness of the plate, respectively, k is a 

constant to account for the actual non-uniformity of the 

shearing stresses. By assembling the element stiffness 

matrices obtained, the system stiffness matrix is 

obtained. 

2.2. Evaluation of the Mass Matrix 

The formula for the consistent mass matrix of the 

plate may be written as; 

 

 


dHHM i
T
i

                                                                 (17) 
 

In this equation,  is the mass density matrix of the 

form [Tedesco et al., 1999] 
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where m1=pt, m2=m3=  3
pt

12

1
 , and p is the mass 

densities of the plate, and Hi can be written as follows, 

 

  .17...1ihdy/dhdx/dhH iiii 
           (19) 

 

It should be noted that the rotation inertia terms are 

not taken into account. By assembling the element mass 

matrices obtained, the system mass matrix is obtained. 

 

2.3. Evaluation of Frequency of Plate 

The formulation of lateral displacement, w, can be 

given as motion is sinusoidal; 
 

w= W sin ωt                  (20) 
 

Here ω is the circular frequency. Substitution of Eq. 

(20) and its second derivation into Eq. (1) gives 

expression as; 
 

[K- ω2 M] {W}=0                (21) 
 

Eq. (21) is obtained to calculate the circular 

frequency, ω, of the plate. Then natural frequency can be 

calculated with the formulation below; 
 

f= ω /2π                  (22) 
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3. NUMERICAL EXAMPLES 

3.1. Data for Numerical Examples 

In the light of the results given in references [17, 18], 

the aspect ratios, b/a, of the plate are taken to be 1, 1.5, 

and 2.0. The thickness/span ratios, t/a, are taken as 0.01, 

0.05, 0.1, 0.2, and 0.3 for each aspect ratio. The shorter 

span length of the plate is kept constant to be 10 m. The 

mass density, Poisson’s ratio, and the modulus of 

elasticity of the plate are taken to be 2.5 kN.s2/m2, 0.2, 

and 2.7x107 kN/m2. Shear factor k is taken to be 5/6. The 

subgrade reaction modulus of the Winkler-type 

foundation is taken as 500 and 5000 kN/m3. 

Rather than starting from the finite element network 

size for the sake of correctness of the results, the network 

size required to achieve the desired accuracy is 

determined before delivering any results. This analysis 

was performed separately for the mesh size. It has been 

concluded that when using 4x4 mesh size 10 m x 10 m 

plate with 17-noded elements, the results have acceptable 

error. As in the case of the square plate, the lengths of the 

each element are kept constant in the x and y directions. 

In order to show that the mesh density used in this 

paper is enough to obtain correct results, the first six 

frequency parameters of the thick plate with b/a=1 and 

t/a=0.05 is presented in Table 1 by comparing with the 

result obtained SAP2000 program and the results Özgan 

and Daloğlu [2015]. In this study Özgan and Daloğlu 

used 4-noded and 8-noded quadrilateral finite element 

with 10x10 and 5x5 mesh size. It should be noted that the 

results presented for MT17 element are obtained by using 

equally spaced 2x2 mesh size. As seen from Table 1, the 

results obtained by using 17-noded quadrilateral finite 

element have excellent agreement with the results 

obtained by [18] and SAP2000 software even if 2x2 mesh 

size is used for MT17 element. 

 

3.2. Results 

The first six frequency parameters of thick plate 

resting on Winkler foundation with free edges are 

compared with the same thick plate modeled by [18] and 

SAP2000 program and it is presented in Table 1. The 

subgrade reaction modulus of the Winkler-type 

foundation for this example is taken to be 5000 kN/m3. 

This thick plate is modeled with MT17 element 2x2 mesh 

size for b/a=1.0, t/a=0.05 ratios.  

As seen from Table 1, the values of the frequency 

parameters of these analyses are so close even if this 

study mesh size is so poor. Then parameter such as aspect 

ratio, b/a, thickness/span ratio, t/a where taken in a wider 

range, and analyses were performed. 

 

Table 1.The first five natural frequency parameters of 

plates for b/a=0.1 and t/a=0.05 

λi=ω2 [18] 

PBQ8(FI) 

This Study 
SAP2000 

MT17 (4 element) 

1 3990.42 4002.41 4000.00 

2 3990.42 4002.41 4000.00 

3 4000.40 4021.55 4000.00 

4 8676.00 8650.67 8619.60 

5 13957.64 13789.50 13292.31 

6 17252.34 16939.10 16380.24 

Table 2. Effects of aspect ratio and thickness/span ratio 

on the first six frequency parameters of the thick free 

plates resting on elastic foundation 

Subgrade reaction modulus k=500 

k b/a t/a 
λ = ω2 

λ1 λ2 λ3 λ4 λ5 λ6 

5
0
0
 

1.0 

0.05 456.73 456.73 469.98 5048.72 10235.7 13366.9 

       

0.10 235.42 235.42 283.12 17448.0 37556.4 49322.0 

       

0.20 171.76 171.76 175.32 58681.1 126694. 164490. 

       

0.30 149.09 149.09 179.38 109100. 229933. 295362. 

        

1.5 

0.05 458.49 464.03 470.14 2492.94 2660.49 10937.2 

       

0.10 241.45 259.74 289.49 7970.41 8878.92 39117.9 

       

0.20 170.28 173.06 174.51 27346.7 31896.0 127052. 

       

0.30 153.01 163.56 183.08 52430.1 63261.4 225607. 

        

2.0 

0.05 459.37 466.66 470.22 1161 1588.82 5784.55 

       

0.10 244.46 271.13 292.64 3031.39 4557.16 20388.1 

       

0.20 169.53 171.92 174.46 10730.8 15546.2 68560.2 

       

0.30 154.97 170.85 184.92 22168.0 30127.2 126587. 

        

3.0 

0.05 460.25 468.61 470.30 603.44 951.50 1519.07 

       

0.10 247.47 281.97 295.67 825.36 2129.95 4437.42 

       

0.20 168.79 170.78 173.44 2333.89 6956.53 15815.4 

       

0.30 156.93 177.91 186.77 4859.98 13529.7 32166.7 

         

     The first six frequency parameters of thick plates 

resting on Winkler foundation considered for different 

aspect ratio, b/a, thickness/smaller span ratio, t/a, are 

presented in Table 2 for with free edges and in Table 3 

for the thick simply supported plates. To see the effects 

of these changes on the first six frequency parameters, 

they are also presented in Figures 3 for the thick free 

plates, in Figures 4 for the thick simply supported plates. 

As it can be seen from Tables 2, and 3, and Figures 3, 

and 4, the values of the first three frequency parameters 

for a constant value of t/a increase as the aspect ratio, b/a, 

increases up to the 3rd frequency parameters, but after the 

3rd frequency parameter, the values of the frequency 

parameters for a constant value of t/a decrease as the 

aspect ratio, b/a, increases. 

As also seen from Tables 2, and 3, and Figures. 3, and 

4, the values of the first three frequency parameters for a 

constant value of b/a decrease as the thickness/span ratio, 

b/a, increases up to the 3rd frequency parameters, but after 

the 3rd frequency parameters, the values of the frequency 

parameters for a constant value of b/a increase as the 

thickness/span ratio, t/a, increases. 

The increase in the frequency parameters with 

increasing value of b/a for a constant t/a ratio reduces for 

larger values of b/a up to the 3rd frequency parameters. 

After the 3rd frequency parameters, the decrease in the 

frequency parameters with increasing value of b/a for a 

constant t/a ratio reduces for larger values of b/a. 
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Table 3. Effects of aspect ratio and thickness/span ratio 

on the first six frequency parameters of the thick simply 

supported plates resting on elastic foundation 

Subgrade reaction modulus k=500 

k b/a t/a 
λ = ω2 

λ1 λ2 λ3 λ4 λ5 λ6 

5
0
0
 

1.0 

0.05 9047.4 53796. 53796. 132323. 208613. 208895. 

       

0.10 31594.4 186728. 186728. 431328.0 675755.9 678833.0 

       

0.20 100289. 524820. 524820. 1078904. 1617046. 1635881. 

       

0.30 177442. 817902. 817902. 1562458. 2233537. 2283380. 

       

1.5 

0.05 5015.82 17094.0 43388.9 54027.36 71060.68 133204.5 

       

0.10 17329.0 60561.6 154092. 188245.0 242603.2 436597.4 

       

0.20 57457.2 186916. 449433. 530921.1 658117.1 1095658. 

       

0.30 106026. 318024. 715938. 828749.9 1001294. 1585462. 

       

2.0 

0.05 3912.42 9138.54 23276.2 39998.98 54142.96 54143.89 

       

0.10 13407.9 32257.5 82636.3 143304.1 189004.4 189006.5 

       

0.20 45541.0 103507. 250665. 424221.4 533149.2 533974.8 

       

0.30 85976.3 183477. 417846. 682308.0 830510.8 834182.7 

       

3.0 

0.05 3220.63 5043.23 9169.12 17200.91 31325.02 37650.27 

       

0.10 10941.0 17534.1 32481.8 61320.90 111087.0 135748.4 

       

0.20 38015.9 58510.7 104603. 190395.9 330316.7 406397.0 

       

0.30 73378.6 108073. 185541. 324384.2 539235.3 658701.9 

 
 
 
 
 
 
 
 
 

 

          
 
 
 

 

 

 
 
 
 
 
 
 
 

Fig. 3. Effects of aspect ratio and thickness/span ratio 

on the first six frequency parameters (λ1 to λ6)   of the 

thick free plates with subgrade reaction modulus k=500,  

 

The changes in the frequency parameters with 

increasing value of b/a for a constant t/a ratio is larger for 

the smaller values of the b/a ratios. Also, the changes in 

the frequency parameters with increasing value of b/a for 

a constant t/a ratio is less than that in the frequency 

parameters with increasing t/a ratios for a value of b/a. 

These observations indicate that the effects of the 

change in the t/a ratio on the frequency parameter of the 

plate are generally larger than those of the change in the 

b/a ratios considered in this study. 

As it can also be seen from Tables 2, and 3, and 

Figures 3, and 4 that the curves for a constant value of b/a 

ratio are fairly getting closer to each other as the value of 

t/a increases up to the 3rd frequency parameters. This 

shows that the curves of the frequency parameters will 

almost coincide with each other when the value of the 

ratio of t/a increases more. After the 3rd frequency 

parameters, the curves for a constant value of t/a ratio are 

getting closer to each other as the value of b/a increases.  

In other words, up to the 3rd frequency parameters, the 

increase in the t/a ratio will not affect the frequency 

parameters after a determined value of t/a. After the 3rd 

frequency parameters, the increase in the b/a ratio will 

not affect the frequency parameters after a determined 

value of b/a. It should be noted that the increase in the 

frequency parameters with increasing t/a ratios for a 

constant value of b/a ratio gets larger for big values of the 

frequency parameters. 

These observations indicate that the effects of the 

change in the t/a ratio on the frequency parameter of the 

thick plates simply supported or clamped along all four 

edges are always larger than those of the change in the 

aspect ratio. 

 
 
 
 
      
 
     
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Effects of aspect ratio and thickness/span ratio 

on the first six frequency parameters (λ1 to λ6) of the 

thick simply supported plates with subgrade reaction 

modulus k=500,  
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4. CONCLUSION 

The aim of this article is to study the parametric 

eigenvalue analysis of thick plates using Mindlin theory 

using high-order finite elements and to determine the 

effects of thickness/ span ratio, aspect ratio and boundary 

conditions on the linear response of applied thick plates. 

As a result, free vibration analyze of the thick plates 

were done by using p version serendipity element, and 

the coded program on the purpose is effectively used. In 

addition, the following conclusions can also be drawn 

from the results obtained in this study. 

The frequency parameters increases with increasing 

b/a ratio for a constant value of t/a up to the 3rd frequency 

parameters, but after that those decrease with increasing 

b/a ratio for a constant value of t/a. 

The frequency parameters decreases with increasing 

t/a ratio for a constant value of b/a up to the 3rd frequency 

parameters, but after that those increases with increasing 

t/a ratio for a constant value of b/a. 

The effects of the change in the t/a ratio on the 

frequency parameter of the thick plate are generally 

larger than those of the change in the b/a ratios 

considered in this study. 
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